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Lengoaia naturala ulertzen duten adimen artifizialeko sistemak 
corpusetatik abiatuta trebatzen dira; alegia, testu-multzoetatik abiatuta. 
Oro har, corpus horiek zenbat eta handiagoak eta kalitate altuagokoak izan, 
orduan eta hobea izango da trebatutako sistema. Hizkuntza txiki askotan, 
ordea, corpusak ez dira handiak izaten, eta batzuetan ez dira kalitate oso 
altukoak, gainera. Kasu horietarako, zenbat eragiten du kalitateak? Ikerketa 
honek erantzun dio galdera horri, euskararen kasutik abiatuta.

Itzulpen automatikoak egiteko, edo lengoaia na-
turala ulertu behar duten beste aplikazio batzue-
tarako, oso garrantzitsua da sistemak zerekin tre-
batzen diren. Ikertzaileek ikusi dute ingelesezkoak 
ez diren datu-multzoetarako iturri primarioak, 
hala nola CommonCrawl, kalitate eztabaidagarri-
koak izaten direla batzuetan. Webetatik automa-
tikoki eskuratzen dituzten testuen bildumak dira. 
Bilduma horien kalitateak errendimenduan era-
gin dezakeen galera hobeto ulertzeko, azterlanak 
puntu fokal gisa hartu zuen euskarazko irudika-
penaren ikaskuntza. 

Horretarako, CommonCrawlen automatikoki ira-
gazitako datuak erabili ordez, ikuspegi pertsonali-
zatua probatzea erabaki zuten ikertzaileek. Eskuz 
identifikatu eta erauzi zituzten kalitate handiko 
edukiagatik ezagunak diren zenbait webgune. 
Datuen multzoak, EusCrawl izenekoak, 12,5 milioi 
dokumentu ditu; 33 webgunetakoak dira, denak 
Creative Commons lizentziadunak. Corpus be-
rri hori ezagunak diren beste hizkuntza anitzeko 
datu-multzoen antzekoa da tamainan. Hala ere, 
EusCrawl askoz kalitate handiagokotzat jo zuten 
euskal hiztunek: dokumentuen % 66 kalitate one-
kotzat jo ziren; beste corpusen dokumentuen ka-
suan, berriz, % 33k baino gutxiagok jaso zituzten 
kalifikazio horiek.

Kalitatea ez da muga bat

Bitxia bada ere, itxurazko kalitate-desberdinta-
sunarekin ere, lengoaia naturalaren ulermenean 
egindako lana ia berdina izan zen, entrenamen-

du aurreko zein datu-multzo erabili zen kontuan 
hartu gabe. Horrek iradokitzen duenez, euskara 
bezalako baliabide gutxiko hizkuntzak direnean, 
datuen kalitatea ez litzateke izango muga nagu-
sia. Aldiz, erabakigarriagoak izan daitezke lanean 
beste faktore batzuk, hala nola datuen bolumena 
eta haien domeinu-estaldura.

«Onuragarriagoa izan liteke 
testu-multzo zabalagoak eta 
askotarikoagoak biltzea, kalitate 
hobea dutenak bilatu ordez»

Azken finean, baliabide gutxiko hizkuntzetan, 
CommonCrawletik eratorritako datu-multzoekin 
kalitate-arazo nabarmenak egon arren, litekeena 
da arazo horiek eragin handirik ez izatea lengoaia 
naturala ulertzeko zereginetan. Etorkizunerako, 
badirudi onuragarriagoa izango dela datu-multzo 
zabalagoak eta askotarikoagoak biltzea, ahalegi-
na dauden datuen kalitatea hobetzera bideratu 
ordez. Gainera, hizkuntzen arteko transferentzia-
metodoen potentziala nabarmentzen du ikerke-
tak, datu eleaniztunak eraginkortasunez aprobe-
txatzeko. Hala ere, kontuan hartu behar da ohar 
horiek euskararako atazetan oinarritzen direla, eta 
litekeena dela emaitzak desberdinak izatea beste 
hizkuntza batzuetan edo bestelako zereginetan.

Ikerketak erreferentzia-puntu berri bat ezarri du 
datu publikoetatik abiatuta, eta, kalitate handiko 
EusCrawl corpusaren bidez, ikertzaileek ikerke-
ta irekiago eta errepikagarriago bat sustatu nahi 
dute euskararen esparruan.

Corpus bat txikia denean, 
kalitate altukoa ez izateak 
ez du asko eragiten
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ABSTRACT: The vast majority of non-English corpora are derived from automatically filtered versions 
of CommonCrawl. While prior work has identified major issues on the quality of these datasets (Kreutzer 
et al., 2021), it is not clear how this impacts downstream performance. Taking representation learning in 
Basque as a case study, we explore tailored crawling —manually identifying and scraping websites with 
high-quality content— as an alternative to filtering CommonCrawl. Our new corpus, called EusCrawl, is 
similar in size to the Basque portion of popular multilingual corpora like CC100 and mC4, yet it has a much 
higher quality according to native annotators. For instance, 66% of documents are rated as high-quality for 
EusCrawl, in contrast with <  33% for both mC4 and CC100. Nevertheless, we obtain similar results 
on down-stream NLU tasks regardless of the corpus used for pre-training. Our work suggests that NLU 
performance in low-resource languages is not primarily constrained by the quality of the data, and other 
factors like corpus size and domain coverage can play a more important role.
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1.  Introduction

Large-scale pre-training has resulted in a paradigm 
shift in NLP (Bommasani et  al., 2021). While recent 
progress has been primarily driven by scaling up on 
model size and compute, both data quantity and qual-
ity have been shown to play a critical role (Kaplan et al., 
2020; Rae et al., 2022). Nevertheless, existing efforts on 
data curation have primarily focused on English, and 

recent work on multilingual pre-training has relied 
on automatically filtered versions of CommonCrawl. 
For instance, XLM-R was trained on CC100 (Conneau 
et al., 2020), mT5 was trained on mC4 (Xue et al., 2021), 
and XGLM was trained on CC100-XL (Lin et al., 2021), 
which were all obtained by running language identifi-
cation on several CommonCrawl snapshots and filter-
ing through language-agnostic approaches. Unfor-
tunately, Kreutzer et al. (2021) identified major issues 
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on the quality of such multilingual datasets, ranging 
from language identification errors to boilerplate and 
non-linguistic content. However, the practical impact 

of these issues has not been studied, and it is unclear 
the extent to which higher-quality data could lead to 
better performance in low-resource languages.

Table 1
Basque corpora used in our experiments

Size Tokens Docs Source

mC4 (Xue et al., 2021)

CC100 (Conneau et al., 2020)

Wikipedia

4,387 MiB

2,027 MiB

313 MiB

1,004M

416M

66M

30,098k

16,761k

2,685k

Filtered CommonCrawl

Filtered CommonCrawl

Wikipedia dump

EusCrawl (ours) 2,149 MiB 423M 12,528k Tailored crawling (see Table 2)

We report uncompressed text size, number of SentencePiece tokens (using a 50K vocabulary learned in each corpus), and num-
ber of documents.

Table 2
Data sources used to build EusCrawl

Size Tokens Docs License Domain

Tokikom† 784 MiB 153M 4,961k CC-BY-SA Local media
Berria 525 MiB 101M 2,193k CC-BY-SA National newspaper
Hitza‡ 418 MiB 80M 2,257k CC-BY-NC-ND Regional newspapers
Wikipedia 313 MiB 68M 2,685k CC-BY-SA Encyclopedia
Argia 101 MiB 20M 370k CC-BY-SA News magazine
Bilbo Hiria irratia 7 MiB 1M 54k CC-BY-NC-SA Radio station
Sarean 2 MiB 0.3M 8k CC-BY-SA Technology blog

† Tokikom is a network of local media; we include Aiaraldea, Aikor, Anboto, Tolosaldeko Ataria, Aiurri, Erran, Euskalerria Irra-
tia, Goiena, Guaixe, Hiruka, Karkara, Maxixatzen, Plaentxia, Alea, Noaua, Txintxarri, Uztarria, Amezti, Zarauzko Hitza, Kro-
nika and Geuria. ‡ Hitza is a family of regional newspapers; we include Bidasoko Hitza, Busturialdeko Hitza, Goierriko Hitza, 
Irutxuloko Hitza, Lea-Artibai eta Mutrikuko Hitza, Oarsoaldeko Hitza and Urola Kostako Hitza.

In this paper, we take representation learning in 
Basque as a case study, and explore tailored crawl-
ing (i.e., manually identifying and scraping web-
sites with high-quality content) as an alternative to 
filtering CommonCrawl. We introduce EusCrawl, 
a new corpus for Basque comprising 12.5M docu-
ments from 33  websites with Creative Commons 

content. EusCrawl is similar in size to the Basque 
portion of CC100 and mC4, but it has substantially 
less issues and a higher perceived quality according 
to our blind audit with native annotators. However, 
we find that this improvement does not carry over 
to downstream NLU tasks, as masked language 
models pre-trained on either corpora obtain sim-
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ilar results on 5 benchmarks. Our results suggests 
that data quantity and domain coverage play a 
more important role, prompting for methods to ex-
ploit more diverse sources of data in low-resource 
languages.

This paper makes the following contributions: (i) we 
release EusCrawl, a high-quality corpus for Basque 
comprising 12.5M documents and 423M tokens;1 
(ii)  we manually assess the quality of EusCrawl in 
comparison with mC4 and CC100, finding that it 
has substantially less issues and a higher perceived 
quality according to native annotators; (iii) we 
compare masked language models pre-trained on 
EusCrawl, mC4, CC100 and Wikipedia2 on 5 NLU 
tasks, finding that they all perform similarly with 
the exception of Wikipedia; and (iv) we obtain state-
of-the-art results on several NLU benchmarks in 
Basque, outperforming prior work that relied on 
non-public corpora.

2  Experimental setup

We next detail the corpora compared in our exper-
iments (§2.1), and the qualitative and downstream 
evaluation settings (§2.2 and §2.3).

2.1  Corpora

We compare 4 Basque corpora in our experiments: 
mC4, CC100, Wikipedia and EusCrawl. Table 1 
summarizes their details. mC43 and CC1004 are, to 
the best of our knowledge, the two largest public 
corpora for Basque. They were introduced to train 
mT5 (Xue et al., 2021) and XLM-R (Conneau et al., 
2020), respectively, and were built by filtering Com-
monCrawl. Wikipedia has been a popular source 
for multilingual data (Pires et  al., 2019; Conneau 
and Lample, 2019; Artetxe et al., 2020). We extract 

1 https://www.ixa.eus/euscrawl/. Meta AI was not involved 
in the collection and distribution of the corpus.

2 Models available at https://dl.fbaipublicfiles.com/euscrawl/
roberta-eus-{euscrawl|mc4|cc100|wikipedia}-{base|large}.tar.gz.

3 We use the version released by AllenAI at https://github. 
com/allenai/allennlp/discussions/5265

4 We use the version from https://data.statmt.org/cc-100/

text from a Wikipedia dump using the WikiExtrac-
tor tool.5 EusCrawl  is a new corpus we introduce. 
Instead of filtering CommonCrawl, we do tailored 
crawling on 33 websites with high-quality content 
in Basque, mostly on the news domain. We build 
ad-hoc scrapers to extract text from these websites, 
resulting in higher coverage6and cleaner text com-
pared to general purpose approaches. We only use 
content with a Creative Commons license. Table 2 
summarizes all the sources we use.

2.2  Qualitative evaluation

We manually audit the quality of EusCrawl in com-
parison with mC4 and CC100 by randomly sampling 
100 documents from each corpus (a total of 300 
documents), and asking native annotators to as-
sess their quality.7 We ensure that the evaluation is 
blind by showing the documents in a random order 
and not revealing what corpus they were sampled 
from. For each document, we ask the annotators 
to assess if the document has any problem in each 
of the following categories: langID (the document 
is not in Basque), language variety (the document 
is not written in standard and correct Basque), 
coherence  (the document has gaps and/or some 
portions are not connected), noise  (the document 
is not clean) and content  (the document seems to 
have been generated automatically and/or has no 
meat). In addition, we ask annotators to classify 
each document according to its perceived quality 
as high-quality (the document does not have qual-
ity issues and the annotator thinks that it would be 
good to have it in the corpus), medium-quality (the 
document has some minor issues and the annota-
tor is unsure if it would be good to have it in the cor-
pus), or low-quality (the document has major issues 

5 https://github.com/attardi/wikiextractor
6 While one may expect the websites we crawl to be covered 

by mC4 and CC100, a large fraction of this content is missing 
in them. This is both because CommonCrawl is far from being 
a complete dump of the Internet, and the filtering applied by 
CC100 and mC4 is noisy, removing valid content.

7 So as to control for the variance across annotators, we 
asked two additional native speakers to evaluate a random sub-
set of 100 documents. The main findings were consistent across 
all the 3 annotations, so we omit results for brevity.
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and the annotator thinks that it would be better not 
to have it in the corpus). Refer to Appendix A for the 
complete instructions given to annotators.

(a) Issues

(b) Overall quality

Figure 1.  Data audit results. EusCrawl has a much higher 
quality than mC4 and CC100. See §2.2 for more details

2.3.  Downstream evaluation

In addition to the qualitative evaluation, we pre-
train RoBERTa models (Liu et al., 2019) on each cor-
pus, and evaluate fine-tuning them on the follow-
ing NLU benchmarks: topic classification on BHTC 
(Agerri et  al., 2020), sentiment classification on 
Behagune (Agerri et al., 2020), stance detection on 
VaxxStance (Agerri et al., 2021), Named Entity Rec-
ognition (NER) on EIEC (Alegria et  al., 2006), and 
extractive conversational Question Answering (QA) 
on Elkarrizketak (Otegi et al., 2020). We provide ad-
ditional details on these datasets in Appendix B.

We pre-train each model for 125k steps with a batch 
size of 2048 and a sequence length of 512, using the 

same hyperparameters as Liu et al. (2019). We train 
RoBERTa-base models for our main comparison 
using a learning rate of 7e-4, and further train a 
RoBERTa-large model on EusCrawl with a learning 
rate of 4e-4 to understand the effect of scaling. In 
all cases, we use the final checkpoint without early 
stopping. We use SentencePiece (Kudo and Rich-
ardson, 2018) for tokenization, using a 50k vocabu-
lary learned in each separate corpus.

For fine-tuning, we use the same hyperparameters 
as Agerri et al. (2020). For topic classification, senti-
ment classification and stance detection, we use a 
batch size of 16, a learning rate of 2e-5 with linear 
decay and a warmup of 6%, and train the model for 
10 epochs. For NER and QA, we use a batch size of 
32, a constant learning rate of 5e-5, and train for 4 
epochs. We did not perform any hyperparameter 
tuning or model selection, and report results on 
the test set. The development sets, when available, 
were not used.

3.  Results

3.1.  Qualitative evaluation

As shown in Figure 1, EusCrawl has the best quality 
by a large margin in all the axes that we consider. 
mC4 has a slightly higher perceived quality and less 
content-related issues than CC100, but more prob-
lematic documents in the other categories.

More concretely, we find that both mC4 and CC100 
have a high proportion of documents with coher-
ence, noise and content-related issues. In addi-
tion, mC4 has a significant number of langID and 
language variety problems. In contrast, EusCrawl 
has minimal issues in all categories but content, 
where it still does substantially better than mC4 
and CC100. Taking a closer look, we find that most 
of these content-related issues in EusCrawl corre-
spond to short, template-based Wikipedia articles 
(e.g., Placosoma is a a genus of lizards in the family Gym-
nophthalmidae. They live in Brazil.8), which should be 
easy to filter in future iterations. Finally, we find 

8 Original text in Basque: Placosoma Gymnophthalmidae 
familiako narrasti genero bat da. Brasilen bizi dira.
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that the overall quality of EusCrawl documents is 
also much better according to native annotators, 
with approximately two thirds of the documents 
being annotated as high-quality, compared to less 
than one third for both mC4 and CC100.

All in all, our qualitative evaluation provides fur-
ther evidence that multilingual corpora derived 
from CommonCrawl have major quality issues, and 
shows that tailored crawling can be an effective al-
ternative to obtain high-quality data.

Table 3
Downstream results

Topic class. Sentiment Stance det. NER QA Avg

Prior best

Agerri et al. (2020) 76.8 78.1 – 87.1 – –
Otegi et al. (2020) – – – – 35.0 –
Lai et al. (2021) – – 57.3† – – –

RoBERTa-base

mC4 75.3 ±0.7 80.4 ±1.5 59.1 ±5.2 86.0 ±1.0 35.2 ±1.8 67.2
CC100 76.2 ±0.4 78.8 ±1.2 63.4 ±3.5 85.2 ±1.2 35.8 ±1.1 67.9
Wikipedia 70.0 ±0.8 72.4 ±2.3 53.2 ±4.6 71.6 ±13.1 27.4 ±0.2 58.9
EusCrawl 76.2 ±0.6 77.7 ±1.4 57.4 ±4.7 86.8 ±0.6 34.6 ±1.8 66.5

RoBERTa-large EusCrawl 77.6 ±0.5 78.8 ±0.9 62.9 ±2.3 87.2 ±0.4 38.3 ±1.3 69.0
We report average F1 and standard deviation across 5 runs (micro F1 in all tasks except stance detection, where we report 
macro F1 of the favor and against classes following common practice). †Best result among systems that rely exclusively on 
textual data.

3.2.  Downstream tasks

We report our downstream results in Table 3.

In contrast with the qualitative evaluation, we find 
that there is not a clear winner among mC4, CC100 
and EusCrawl. In fact, when looking at RoBER-
Ta-base results, we find that mC4 does the best on 
sentiment classification, CC100 does the best on 
stance detection and QA, and EusCrawl does the 
best on NER. Wikipedia lags behind them all by a 
large margin. It is worth noting that the variance 
is high in certain tasks, which we attribute to the 
small size of the test sets and their unbalanced na-
ture, but the general trends are consistent.

These results suggest that corpus quality issues 
in low-resource languages do not have a a major 
impact on NLU performance. Instead, we find ev-
idence that it is the size and domain of the train-

ing corpus that is more important. This would ex-
plain why Wikipedia obtains the worst results, as 
it is substantially smaller than the other corpora 
and restricted to a narrow domain. Similarly, this 
is also consistent with EusCrawl performing worse 
than mC4 and CC100 on sentiment analysis and 
stance detection, as the domain of these bench-
marks (tweets) is different from the domain of Eu-
sCrawl (primarily news, see Table 2), while Com-
monCrawl-derived corpora are presumably more 
diverse.

Finally, we find that scaling to RoBERTa-large brings 
consistent improvements in all tasks. Thanks to this, 
we are able to outperform the best published re-
sults in all the 5 benchmarks. Note that we achieve 
this pre-training exclusively on Creative Commons 
data that we release publicly, while prior work re-
lied on private datasets.
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4.  Conclusions

Taking Basque as a case study, our work gives fur-
ther evidence that CommonCrawl-derived corpo-
ra have major quality issues in low-resource lan-
guages. At the same time, we show that ad-hoc 
crawling websites with high-quality content can 
be an effective alternative to collect data in such 
languages. Our resulting corpus EusCrawl has 
a higher quality than mC4 and CC100 according 
to our manual data audit, while being similar in 
size. Nevertheless, this improvement in quality 
does not carry over to downstream performance 
on NLU tasks, where we find evidence that data 
quantity and domain coverage are more impor-
tant factors.

Our work leaves important lessons for future ef-
forts on low-resource languages. First of all, we 
find that, even if CommonCrawl derived multi-
lingual corpora do have major quality issues as 
raised by prior work (Kreutzer et al., 2021), these 
issues do not have a significant impact in NLU 
tasks. This suggests that investing on bigger and 
more diverse datasets might be more fruitful than 
addressing such quality issues in low-resource 
settings. Given that the amount of written text in 
such languages is ultimately limited, we believe 
that developing effective cross-lingual transfer 
methods to exploit multilingual data is a prom-
ising future direction. Having said that, it should 
be noted that our study is limited to NLU tasks in 
a single language. It is possible that data quality 
plays a more important role in generation tasks, 
which we leave for future work to study. In addi-
tion, we think that it would be valuable to conduct 
similar studies in other languages to corroborate 
our findings.

Finally, we note that prior work on Basque NLP 
has often relied on private resources (Agerri et al., 
2020). Our work sets a new state-of-the-art on a 
diverse set of NLU benchmarks, and it does so us-
ing public data alone. By releasing our corpus, we 
hope to facilitate future work in Basque NLP, and 
encourage open and reproducible science using 
public resources.

5.  Limitations

Our evaluation focuses on NLU tasks, and it is pos-
sible that data quality plays a different role in gen-
eration tasks. We note, however, that generation 
quality is harder to evaluate through automatic met-
rics, which is why we decided to focus on NLU tasks. 
Moreover, the corpora that we compare differ on 
various aspects other than the data quality (e.g., the 
domain), and it is hard to isolate the effect of quality 
from the rest. In any case, we believe that our main 
claim still holds, in that data quality has a minor im-
pact relative to such other factors. Finally, our work 
builds on EusCrawl —a new high-quality corpus that 
we introduce for Basque— and our analysis is thus 
limited to this language. It would be interesting to 
collect high-quality corpora for other low-resource 
languages, and conduct a similar comparison to cor-
roborate that our findings also apply more broadly.
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